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Introduction

Read Until HARU: The proposed Read Until implementation

Selective sequencing with nanopore technology
enables efficient targeted genome analysis
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HARU: Hardware Accelerated Read Until
Read Until with HARU (MinION + HARU) HARU Overview Subsequence DTW Accelerator
Algorithm: SUBSEQUENCE DTW Exercise 7.6 from [Miller, FMP, Springer 2015]
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Results and Evaluation
Experiment Details and Results Evaluation

= Accelerator synthesised using Vivado HLS Sub ) d | hard
= Targets the Xilinx Zyng-7020 device (xc7z020clg484-1) ubstantial speedup at a low hardware cost

=  Subsequence DTW search now linearly dependant to the length of reference sequence
=  Cost matrix only requires three times the size of squiggle sequence (subsequence)
=  Optimal for smaller genomes (e.g. bacteria, virus)

= Tested on the target enrichment application for the bacteriophage lambda DNA
= Single direction has 48,502 bp, giving a full search space of 97,004 bp

Synthesis Results HLS Latency Estimates -> fast and direct search, can fully store the reference in on-chip memory (no sw-hw transfer overhead)
Slice LUTs Slice Register Slice BRAM Cycles Clock Freq. Estimated Time
Available (Zyng-7020) 53,200 106,400 13,300 140 Single directional reference search 48875 90 MHz 0.543 ms Preserves portability while enabling scalability Local Area Network
HARU 32,341 (60.79%) | 18.899 (17.76%) | 9,615 (72.29%) | 32.5(23.21%) Bi-directional reference search (Zynq-7020) 97755 90 MHz 1.086 ms = Accesses HARU's service through Ethernet m
Unpack Streamed Query 250 90 MHz 2.778us = No harsh requirements for host machine running HARU client
Overall Subseek DTW 98005 90 MHz 1.089 ms = Scalable by deploying a cluster of MPSoCs running HARU
Comparison with RUscripts -> In-the-field analysis with low hardware requirements
RUscripts (reference) HARU (proposed) . . .
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Avg. sDTW task latency 345.75 ms 136.11 ms 1 ms 3.36 ms 4.36 ms

Provides an extendible low-cost yet high performance-per-watt framework
= HARU demonstrated the use of HLS tools to perform acceleration for DNA sequencing and analysis techniques
= The framework is interchangeable and extendable based on application and algorithmic requirements

Key results:

* Core sDTW: 345.75x faster than Intel i7 Laptop, 136.11x faster than Intel i9 Desktop

* Overall: 79.3x faster than RUscripts on Intel i7 Laptop, 31.22x faster than RUscripts on Intel i9 Desktop
- Bottleneck is now the network latency (currently unoptimized)
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